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Abstract  18 

Accurate determination of the post-mortem interval (PMI) is critical in forensic casework. 19 

Most studies conclude that PMI determinations are dependent on local climatic and 20 

geographical factors. Despite this, there is little data in an Australian environment outside of 21 

entomological studies. In the absence of insect data on or around the remains, alternative 22 

methods are required.  23 

Anthropological methods of observing and scoring the extent of decomposition at the time of 24 

discovery provide only broad estimates of PMI. Microbial succession is responsible for these 25 

observable soft tissue changes, particularly in early and late decomposition. The aim of this 26 

study was to combine anthropological and microbiological methods to provide data for 27 

determining PMI in a temperate Australian climate.  28 

Microbial DNA was isolated from skin and cavity swabs and used to perform 16S rRNA 29 

metagenomic analysis of pooled DNA samples to allow the choice of target taxa for qPCR. 30 

qPCR indicated significant changes in microbial communities with a dominant population of 31 

Gammaproteobacteria at early time points giving way to Firmicutes and Bacteroidetes near 32 

the end of the experiment.  Expressing qPCR data as a ratio of 33 

Lactobacillales/Enterobacteriaceae provided data that could be useful in determining early 34 

and late decomposition.  The genus Psychrobacter was identified as a good indicator of late 35 

decomposition in winter conditions. qPCR analysis, with further refinements, could be part of 36 

an accurate quantitative method of determining PMI. 37 

 38 

 39 

  40 
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Introduction 41 

Through popular television programs such as the “CSI: Crime Scene Investigation” franchise, 42 

the general public has developed a fascination with and respect for forensic science. This has 43 

highlighted the importance of forensic science research and its significance as part of the 44 

criminal justice process (1). 45 

Forensic science is concerned with collecting, identifying, and interpreting physical evidence 46 

such as fingerprints, bloodstains, hair, soil, and DNA. One of the most difficult types of 47 

physical evidence to identify is the amount of time that has lapsed since death, also known as 48 

the post-mortem interval (PMI). Accurate determination of PMI is critical to every death 49 

investigation as it facilitates identification of the victim and suspects by reducing the potential 50 

pool of missing persons to which the remains could belong and confirming or discrediting 51 

witness testimonies should the case be heard in a court of law (2, 3). Difficulties in 52 

determining an accurate PMI can be attributed to the fact that there is a poor understanding of 53 

the process of decomposition of a body after death (2). Decomposition is a complex process, 54 

driven by many factors such as biochemical reactions, insect activity and bacterial activity (4). 55 

Adding to the complexity is that each of these factors is dependent on geography and climate 56 

(3, 5, 6).   57 

In instances where a forensic anthropologist is required to estimate PMI,  the most common 58 

method used is the determination of the most advanced ‘stage’ of decomposition present on 59 

the deceased at the time of discovery and correlating the observations to the anthropologists 60 

knowledge of the environmental region in which the remains were found (3). This method of 61 

estimating PMI is qualitative and typically produces broad estimates measured in months or 62 

even years (3).  63 

Recently, forensic anthropologists have started to explore ways to develop more quantitative 64 

and less subjective methods. These methods typically involve linking the qualitative soft 65 

tissue changes observed on decomposed remains at the time of discovery to a measure of 66 

temperature (3) and/or other taphonomic factors such as humidity and whether remains 67 

decomposed in aerobic or anaerobic conditions (7). These methods, however, were developed 68 

internationally and, as it is widely recognised that decomposition processes are climate and 69 

environment dependent (3, 5, 6), may not be applicable in Australian conditions (8).   70 
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Despite the semi-quantitative nature of the Megyesi et al. (3) and Vass (7) methods,  71 

quantitative methods have been found to only be effective during the early stages of 72 

decomposition, when the expertise of anthropologist is less likely to be required (9). These 73 

methods include measuring vitreous potassium concentrations in the eye (10), insect 74 

succession (11) and decomposition of body organs (12), which provide relatively accurate 75 

PMI determinations that range between hours during the first two weeks post-mortem (12). 76 

Vass (7) also determined that the ‘universal’ anthropological method developed in his study 77 

could only be used during the pre-skeletonisation phase of decomposition, and that it would 78 

not be effective when the remains were mummified or skeletonised. This is problematic, as 79 

anthropologists are typically required to determine PMI with long post-mortem intervals (9). 80 

A method that assists anthropologists with their PMI determinations during advanced and dry 81 

stages of decomposition is thus warranted. 82 

Recently, a novel approach of estimating time since death that correlates morphological 83 

changes to soft tissue and bone after death with numbers and types of microbes present during 84 

decomposition has recently emerged in the literature (2, 13, 14). They can be considered a 85 

ubiquitous form of physical evidence due to the stability and predictability of microbes in the 86 

environment (15). Results indicate that bacterial communities have a vital role in the process 87 

of decomposition, with communities from both the host and the associated environment 88 

changing in a specific, reproducible way (16). Research has focused on both animal and 89 

human models, examining microbial community changes from samples sites on the host 90 

organism such as the skin, rectum, cavities of the face (eyes, ears and nose), internal organs 91 

and nose in both controlled lab experiments and outdoor experimental scenarios (17) as well 92 

as forensic cases (14). Despite these studies, the most appropriate sample site for estimating 93 

PMI using microbes is still yet to reach a consensus.  Analysis of the microbiome on tissue in 94 

more advanced stages of decomposition, such as skeletonised remains, has demonstrated that 95 

PMI estimation is possible (18), but more studies are required. The results of previous studies 96 

suggest that bacterial community changes over time during decomposition could be 97 

explaining the visual changes that anthropologist rely on to make their PMI estimations. It 98 

also suggests that measures of the microbiome over time may be beneficial in estimating PMI 99 

in the more advanced/dry stages of decomposition when existing PMI methods provide 100 

estimates of years at best. Major limitations of these microbial studies are that they were 101 

conducted internationally, and that microbial activity may be geographically and seasonally 102 
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specific particularly for microbes in the soil (19). To date, there are no Australian specific 103 

studies published.  104 

Many of these studies have employed high throughput sequencing methods to examine 105 

microbial populations (13, 16). Such studies have also revealed the potential of microbiome 106 

date to assist in the determination of PMI (20, 21). This approach gives a wealth of 107 

information about microbial communities but requires specialist skills to analyse and 108 

interpret. Quantitative polymerase chain reaction (qPCR) can be used for a variety of 109 

purposes from diagnosis of infectious disease (22), gastric medical conditions (23),  to 110 

monitoring microbial communities (24, 25). qPCR has also been employed in testing of gut 111 

microbial communities to determine PMI (26). qPCR methods can give same day results that 112 

are specific, broadly available, and easy to interpret. This gives an alternative DNA-based 113 

approach to sequence analysis that can assist in the determination of PMI. 114 

The aim of this study is therefore to determine baseline data on the change to microbial 115 

communities during decomposition in an Australian climate for the first time. Specifically, 116 

community diversity will be assessed during each stage of decomposition (3, 6, 7, 27-29) to 117 

determine if changes to the microbiome correlate to the gross anatomical changes observed at 118 

each time point. We hypothesise that bacterial community diversity will change dramatically 119 

and measurable over time, providing a useful tool that anthropologists can utilise in PMI 120 

estimations, particularly during advanced stages of decomposition. 121 

 122 

Materials and Methods 123 

The study was carried out over a 12-week period during the 2014 season of winter (June 10th 124 

- September 10th) at Western Sydney University’s Hawkesbury campus in Richmond, NSW 125 

(GPS coordinates: 33.61º S, 150.75º E). The location of the research site on Hawkesbury 126 

campus is an area comprised of dense bushland with an abundance of Melaleuca decora 127 

(paperbark) trees (Figure 1a). The research site is isolated from the general public but 128 

periodically, cattle and sheep were given access to the field site for grazing. Wildlife such as 129 

kangaroos and foxes were also observed at the site. The Hawkesbury region experiences mild 130 

winter temperatures, with an average daily temperature of 14°C and a low below 5°C with 131 

very little rain and no snow (CSIRO, 2007).  132 



6 

 

Four adult pig carcasses (Sus scrofa domesticus) weighing approximately 70 kg each, were 133 

obtained post-mortem from a local abattoir. Carcasses were killed by a captive bolt to the 134 

brain and were immediately transported to the research site via an enclosed trailer. The study 135 

site is located approximately 20.9 km or 22 minutes from the abattoir. Within an hour after 136 

death, the carcasses were placed on their left side on the natural soil-based surface of the 137 

ground. This was recorded as Day 0. Remains were contained in metal cages to prevent 138 

vertebrate scavenging but were exposed to normal weather conditions and invertebrates still 139 

had access to the remains. 140 

Visual observations of the stage of decomposition of each of the carcasses were recorded and 141 

photographed, and bacterial samples from the eye, ear, nostrils, anus, and abdominal skin 142 

(Figure 2a) were collected twice a week during the 12-week study period. Gross anatomical 143 

changes during decomposition were described according to Galloway et al. (27) and Megyesi 144 

et al. (3). Temperature data were collected using onsite Tiny Tag Plus 2 dataloggers attached 145 

to one of the cages, while humidity and rainfall was taken from freely available data from the 146 

nearest weather station in Richmond, NSW via the website of the Bureau of Meteorology 147 

(BoM).  148 

Bacterial samples were collected using sterile cotton buds from six sites on the animal: ear 149 

canal, eye, nostril/nasal cavity, rectum and skin of the shoulder and flank. These were 150 

immediately placed in a 1.5 ml Eppendorf tubes and stored at -20°C until DNA extraction, 151 

which began 12 weeks after Day 0. 152 

Isolation of bacterial DNA from swabs 153 

Bacterial DNA was isolated from swabs using the Isolate II Genomic DNA Kit (Bioline) 154 

according to the manufacturer’s instruction with some modifications.  Briefly, frozen swabs 155 

were allowed to thaw at room temperature for 15 min, and then incubated in a 1.5 ml 156 

microcentrifuge tube containing 180 µl of buffer GL with 25 µl proteinase K solution at 56°C 157 

for 120 min, tubes were vortex mixed for 15s every 30 min. The swab was removed while 158 

pressing against the wall of the tube to retain lysate, 200 µl of buffer G3 was added and the 159 

mixture incubated at 70°C for 10 min.  Finally, 210 µl ethanol (96-100%) was added; the 160 

sample was mixed and added to a DNA binding column. The manufacturer’s instructions 161 

were then followed without deviation and the sample was eluted in 100 µl of elution buffer. 162 

Bacterial 16S amplicon sequencing pilot study 163 
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To determine the overall composition of the bacterial community on the experimental pigs 164 

throughout the course of the experiment 16S rRNA gene amplicon sequencing was used to 165 

survey the bacterial population on the pig carcasses.  Four time points were chosen (0, 9, 40 166 

and 70 days) that corresponded to major changes in decomposition.  DNA samples at each 167 

time point were pooled and bacterial 16S rRNA gene fragment libraries were prepared using 168 

the Ion 16S Metagenomics Kit (Thermo Scientific) and sequenced using the Ion Torrent 169 

Personal Genome Machine (PGM; Thermo Scientific); as part of the metagenomics kit, 7 of 170 

the 9 16S rRNA gene hypervariable regions were amplified for sequencing (V2, V3, V4, V6, 171 

V7, V8 and V9). On completion of the sequencing run, data was automatically uploaded to 172 

the Ion Reporter™ Software (Thermo Scientific) for quality control, read mapping, 173 

annotation, and reporting. As part of this process, reads were compared to two 16S rRNA 174 

gene databases (MicroSEQ® ID database, Thermo Scientific and the Greengenes database, 175 

Lawrence Berkeley National Laboratory) for phylogenetic assignment and metagenomic 176 

analyses. 177 

qPCR of bacterial populations 178 

Bacterial taxa for qPCR were then chosen based on changes in abundance over the four time 179 

points determined by the 16S amplicon sequencing pilot data (Figure 3). The following 180 

published PCR primers were chosen to detect microbial taxa in each body site at each time 181 

point: Pan-bacterial (Eub338/Eub518) (30); Phyla-specific primers, Actinobacteria 182 

(Actino235/Eub518) (30), Firmicutes (Lgc353/Eub518) (30), Bacteroidetes 183 

(Cfb319//Eub518) (30); Class-specific primers, Gammaproteobacteria 184 

(Gamma887F/Gamma1066R) (31), Bacilli (BLS342F/1392R) (32); Order-specific primers 185 

Clostridiales (16SClost_F/16SClost_R) (33), Lactobacillales (F-lac/R-Lac) (34); Family-186 

specific primers, Enterobacteriaceae (Uni515F/Ent826R) (35), Genus-specific primers, 187 

Psychrobacter (432F/476R) (36) 188 

Bacterial DNA samples were diluted to 10 ng/µl for qPCR analysis. Each 20 µl qPCR assay 189 

contained; 10 µl of QuantiFast SYBR Green PCR Kit mastermix (Qiagen), 0.2 µM each 190 

primer, 2 µl template (10 ng/µl), and 6 µl PCR grade water (Sigma-Aldrich).  The reactions 191 

were performed on a 7500 Fast real-time PCR machine (Thermo Fisher) using the following 192 

cycling parameters: 95°C for 10 mins initial denaturation then 40 cycles of 95°C for 15s, 193 

50°C for 30s, and 72°C for 30s.  This was followed by the instrument’s default melt curve for 194 
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analysis of SYBR Green qPCR.  The Cq values were converted into relative quantity for 195 

analysis using the equation 2(40-Cq) (37, 38). 196 

The mean relative abundance for each bacterial taxon at each time point were plotted for all 197 

body sites as heat maps.  These data were analysed non-parametrically by Kruskal-Wallis and 198 

Dunn’s multiple comparison test to analyse differences in bacterial population at each time 199 

point using GraphPad Prism version 7. Using this analysis, the assay for Enterobacteriaceae 200 

was found to be relatively stable over the course of the experiment, so it was chosen as a 201 

standard.  The assay for Lactobacillales showed an increase in relative abundance over time.  202 

The abundance of Lactobacillales relative to Enterobacteriaceae was calculated using the 203 

equation 2-ΔCq. These results are an example of how a qPCR assay can be used to monitor 204 

bacterial abundance and potentially contribute to PMI determination. 205 

 206 

Results 207 

Climate data 208 

The average daily temperature collected from the dataloggers at the site ranged from 209 

approximately 7.7°C -16.2°C (mean= 11.69°C) over the 90 days of the trial. Rainfall was 210 

intermittent throughout the trial, documented as occurring only 27/90 days and totalling 125.8 211 

mm. The average daily humidity was 63.33%. The climatic data for the experimental period 212 

is shown in Figure 1b. 213 

Anthropology 214 

All four carcasses remained in the ‘fresh’ stage of decomposition for approximately 6 days 215 

(Figure 2b). This stage was characterised by lividity and marbling on the abdomen and limbs 216 

and minimal insect presence (Figure 2b, panel a). By post-mortem Day 6, remains exhibited a 217 

green discolouration in the lower right quadrant of the abdomen, which was well established 218 

by Day 9, signalling the beginning of ‘early’ decomposition (Figure 2b, panels a-b). Early 219 

decomposition was characterised by bloating of the remains by day 16 and darkening of the 220 

green discolouration, which was visible along the entire length of the carcass by Day 16 221 

(Figure 2b, panel c). By day 21 there was observable maggot activity around the creases of 222 

the hind limbs, as well as some purging of fluid from the nasal cavity. However, remains 223 

were not classified as being in a state of ‘advanced’ decomposition until between Days 30-41 224 
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post-mortem. Remains during this stage exhibited moist decomposition on the areas of the 225 

carcasses in contact with the grounds surface which was accompanied by extensive maggot 226 

activity. There was also bone exposure in the head region, specifically at the jaw and orbits. 227 

Skin slippage was observed on the limbs only, and caving or sagging of the remains did not 228 

occur until around day-40 (Figure 2b, panel d). A period of heavy rain occurring between 229 

days 68-69 rehydrated the tissues and resulted in a period of further biomass loss (Figure 2b, 230 

panel e) and internal active decay. Drying of tissues (mummification) was achieved by Day 231 

70 (Figure 2b, panel f), with minimal further physical changes observed between day 70 and 232 

the conclusion of the trial. 233 

Based on the visual observations by the anthropologist, it was determined that the bacterial 234 

samples from days 0, 9, 40 and 70 would be subjected to 16S metagenomic analysis, as these 235 

were the time points when all pig carcasses exhibited typical gross anatomical changes 236 

associated with each decomposition stage as defined by Megyesi et al. (3) and Galloway et al. 237 

(22). The accumulated degree day (ADD) at each sampling point was also calculated as a 238 

point of comparison with previous studies, however, research has indicated that ADD as a 239 

predictor of PMI in Australian contexts is inaccurate (24). 240 

Microbial Analyses 241 

An initial metagenomic analysis of pooled samples at days 0, 9, 40 and 70 indicated changes 242 

in the bacterial population structure over time (Figure 3).  This pilot analysis revealed that 243 

bacterial diversity decreased over time (Figure 3 a – d). These sequence data provided the 244 

basis for the selection of oligonucleotide primers for qPCR analysis of each body site samples 245 

at each time point.   246 

Further analysis of all samples at all time points using 16S qPCR for selected high-level taxa 247 

showed changes in the abundance of the Gammaproteobacteria, Firmicutes, Bacteroides, and 248 

Actinobacteria over the course of the experiment (Figure 4).  All sample sites (Figure 4 b – g) 249 

showed an increase in the proportion of Bacteroidetes and Firmicutes over time with a 250 

relatively lower abundance of Gammaproteobacteria. This can be linked to the overall 251 

abundance of bacteria (Figure 5a), as the population density decreased the abundance of some 252 

taxa increased relative to the remaining population.  These analyses differ to the metagenome 253 

(Fig 4a) but that was a pooled sample analysed by a different methodology.  254 

Bacterial abundance and climatic factors 255 
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16S qPCR indicated that the greatest abundance of bacteria was observed at earlier time 256 

points (Days 0, 9, and 25), with the lowest abundance at 70-days when the carcasses showed 257 

extensive decomposition (Figure 5a).  The torso T1 site had the least bacterial DNA whereas 258 

the eye had the greatest (at day 9), however after 40 and 70 days the amount of bacterial 259 

DNA was similar for all body sites and almost 100-fold lower in abundance than at earlier 260 

time points.  Bacterial DNA could not be quantified at the 40-day time point for the two torso 261 

sample sites, this may have been due to climatic factors.  The torso sample sites appeared to 262 

track the drop in rainfall (Figure 1b).  These exposed sites are more directly affected by the 263 

climate.   264 

Dynamics of bacterial taxa during decomposition 265 

Taxa specific qPCR was performed to see if qPCR could be used to monitor bacterial 266 

abundance and potentially determine PMI as a cheaper and speedier alternative to 267 

metagenome sequencing. The qPCR data was presented as heat maps showing changes over 268 

time since death at each body site (Figure 5).   269 

Analysis of the specific taxa provided better discrimination between time points than the pilot 270 

metagenome analysis, so qPCR was performed on Lactobacillales, Clostridiales, 271 

Enterobacteriaceae, and Psychrobacter at each time point for each body site (Figure 5 b - e).    272 

The qPCR data for these was highly variable, although there were statistically significant 273 

results associated with single time points for the taxa tested.  Variability is inherent when 274 

examining microbial populations, there will often be differences in absolute abundance 275 

between samples.  To account for this variability required a reference taxon, in this case 276 

Enterobacteriaceae was chosen as the reference, since it had a relatively stable abundance 277 

over time (Figure 5d).  The abundance of Lactobacillales increased over time (Figure 5c) so 278 

the ratio of Lactobacillales/Enterobacteriaceae (L/E ratio) was used to plot changes in 279 

bacterial abundance over time (Figure 6).  These data show an increasing L/E ratio over time 280 

that was consistent between body sites. 281 

The L/E ratio could assist in determination of PMI based, based on these data it was most 282 

consistent for the eye, ear, and rear sampling sites; the surface sites were more variable and 283 

there was the possibility of no sample recovery which occurred for the 40-day samples.   284 

 285 

Discussion 286 



11 

 

The present study is an important contribution to multidisciplinary approaches to studying 287 

decomposition processes in a temperate climate. The use of an animal model in lieu of 288 

available human cadavers enabled for the control of the body condition, which is critical for 289 

establishing whether the succession of microbes during decomposition is predictable (14, 39). 290 

A winter season was chosen for this study so as anthropological results could be comparable 291 

to previous studies conducted in similar environmental contexts (16, 40, 41) however the 292 

authors acknowledge that the Australian climate is not necessarily directly comparable to 293 

northern hemisphere studies. Additionally, while seasonality has been recognised as having 294 

an effect on both the progression of remains through stages of decomposition and the 295 

composition of microbial communities, winter studies are largely under-represented in the 296 

literature (41). By focussing on variability in decomposition and the post-mortem 297 

microbiome in a cold climate, the study was able to capitalise on longer data collection 298 

periods due to slow decomposition rates and provide baseline post-mortem microbiological 299 

data in an Australian context for the first time.  300 

The timing of the progression of decomposition through the ‘fresh’ (day 6 - 9), ‘early’ (day 9 301 

- 30) and ‘advanced’ (day 31 - 41) stages and the morphological changes observed during 302 

each stage were consistent with previous studies (16, 42). This ‘typical’ pattern clearly 303 

defined sample collection timepoints for microbiome analysis at each decomposition stage 304 

(Day 0, 9, 40 and 70). The final time point (Day 70) was chosen to determine if the increase 305 

in decomposition activity after a period of rainfall (Day 68 - 69) had an effect on the 306 

abundance and composition of the microbiome. 307 

The microbial element of this study initially consisted of 16S metagenome analysis of pooled 308 

samples (different body sites and experimental animals) at four time points to identify key 309 

taxa in the microbial population that were changing over time (Figure 3a). This revealed that 310 

microbial diversity was greatest early in decomposition with a pronounced decrease in 311 

species diversity by the end of the experimental period when soft tissues had begun to 312 

desiccate (Figure 3b-d), with these results in agreement with other studies of decomposing 313 

pigs (13).  qPCR targeting 16S revealed a decrease in the overall quantity of bacterial target 314 

DNA over the course of the experiment (Figure 5a), previous studies using qPCR have also 315 

shown a gradual reduction in bacterial abundance over time (26).  316 

Amplicon sequencing analysis of each body site at each time point was not financially viable 317 

for this study and qPCR of selected taxa (from our metagenome analysis) was selected as the 318 
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best alternative.  This may be the case for many centres.  Analysis of each body site at each 319 

time point showed variability in the major bacterial taxa, Gammaproteobacteria, Firmicutes, 320 

Bacteroidetes, and Actinobacteria, that were targeted (Figure 4), these taxa also dominate the 321 

human microbiome (43).  The observed changes in microbial population during 322 

decomposition (Figures 4) are consistent with other studies that have measured changes in 323 

microbial community structure throughout decomposition (13, 44).  324 

The eye and ear showed similar changes in bacterial diversity which were distinct from the 325 

other body sites over the first 40-days, the proportions of bacterial taxa became more similar 326 

across all body sites at 55 and 70-days (Figure 4). It is difficult to directly compare these 327 

results to previous studies, as non-human mammalian species have predominantly focused on 328 

the usefulness of sample sites such as the skin (2, 39, 45) and rectum in estimating the PMI 329 

(2), while nasal, eye and ear cavities (46) feature in human studies, as do the previously 330 

mentioned sample sites (26, 45, 47). Each site, irrespective of species, has demonstrated 331 

promise in estimating the PMI, however, there is yet a consensus on the most useful sample 332 

site(s) for PMI estimation (34).  The data in this study (Figure 4 f & g) would suggest that the 333 

skin may not be the most reliable site for sample recovery. 334 

Studies of the post-mortem microbiomes have indicated that as bodies decompose there is a 335 

change in the composition of microbial populations with relatively clearly defined early and 336 

late populations.  The change in microbial population is thought to be due to the early 337 

population being derived from the microbiome of the body and the later population being 338 

from the environment (26, 45).  The composition of the body changes markedly in terms of 339 

oxygen availability, nutrients, and water content which also creates a selection pressure on 340 

the composition of the local microbial population. The climatic conditions in the current 341 

study caused the carcasses to mummify indicating that there was a loss of moisture through 342 

the initial period (0 to 55 days) of decomposition. There was precipitation and a rise in 343 

average temperature at around 70-days (Figure 1b) which may have led to the observed 344 

recovery in some bacterial populations at the end of the experiment (Figure 5b).  It has been 345 

reported that seasonal variation in climate affects microbiome analysis in cadavers and the 346 

results of this winter study would not be comparable to a study in summer (48, 49). 347 

The ability to contribute to PMI determination requires the identification of characteristic 348 

changes in the microbiome over time (14). A qPCR study targeting Bacteroides and 349 

Lactobacillus in the post-mortem human large intestine showed that populations of these 350 
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bacteria declined over time in a reproducible manner over the first 21 days of decomposition 351 

indicating that either genus could be used as an indicator of PMI (26).    Measurement of the 352 

relative abundance of microbial taxa by qPCR has also been used to monitor gut dysbiosis 353 

(50).  This article also highlighted that there were no significant differences between results 354 

from sequencing and qPCR, adding weight to the use of qPCR for PMI analysis.  We chose 355 

the L/E ratio to act as a potential indicator of PMI. These data (Figure 6) suggested that this 356 

approach could determine if a sample was taken from early or late decomposition.   The ratio 357 

of Clostridiales to Enterobacteriaceae was another candidate that we could have chosen for 358 

aiding in estimation of PMI.  Using the Clostridiales is supported by studies of humans 359 

where the genus Clostridium has been proposed as a key taxon in the determination of PMI.  360 

This was true especially in studies of internal organs where the genus was ubiquitous 361 

throughout decomposition (51).   362 

The most abundant taxon by the end (Day 70) in our Winter study was Psychrobacter, which 363 

was a minor component of bacterial diversity at the beginning of the study (Days 0 – 40). The 364 

abundance of Psychrobacter was significantly greater at 70-days for all body sites except the 365 

eye, which reflects the 16S metagenome data (Figure 3a, Pseudomonadales).  This genus is 366 

generally resistant to cold so it should be able to outcompete mesophilic bacteria, particularly 367 

those from the antemortem microbiome, during Winter.  Bacteria from the genus 368 

Psychrobacter form part of the antemortem microbiome in pigs and some species are 369 

commensals in humans but not to the same extent as in pigs (52, 53).  Psychrobacter spp. 370 

have also been detected at relatively high abundance in Winter grave soils, so they can 371 

originate from the surrounding environment rather than just the host microbiome (16). In a 372 

study using microbial populations to estimate PMI in cold environments, Psychobacter was 373 

identified as a key predictor genus for PMI (54).  This supports our findings regarding the 374 

potential importance of Psychrobacter as an important genus at the later stages of 375 

decomposition in Winter. 376 

There is a need for linkage of environmental data to microbial populations for microbial 377 

population data to be accurately used in forensic analysis (13).  qPCR used to monitor 378 

bacterial populations can identify early and late decomposition but lacks the greater 379 

resolution needed for more subtle changes based on the qPCR targets used in this study 380 

(Figure 6).  In future studies it would be optimal to use a larger sample size, in different 381 

seasons.  The DNA isolation method would need to be adapted. The samples became more 382 

similar to environmental samples as decomposition progressed, this would require alterations 383 
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to the protocol for optimal DNA recovery. The primers used can have a large effect on 384 

monitoring of environmental communities (55), so the use of probe-based assays could 385 

improve the results.  386 

In the current study the sampling sites went through changes during the course of the 387 

experiment, the initial distinct organs such as the eyes, ears, and nose were no longer 388 

observable at later time points and samples were recovered from skeletal remains with 389 

minimal tissue mixed with maggot masses, and this new maggot-rich environment may have 390 

an effect on the local microbiome.  Internal organs that were samples in other studies of 391 

human cadavers would also disappear as decomposition progresses (51).  These factors 392 

suggest that reliable taphonomic use of microbial analysis may have to be restricted to early 393 

decomposition to ensure that the microbes that are analysed show consistency across the 394 

specimens, timeframes for post-mortem microbial analysis range from 10 – 20 days (51).  At 395 

later stages of decomposition when environmental microbes are more influential there will be 396 

more site-specific effects that could prevent accurate extrapolation of data for PMI 397 

determinations. Soil microbial communities are affected by the nutrients leaching from 398 

cadavers and changes in soil microbial diversity could be more reliable indicators of PMI at 399 

later time points since the sampling sites will not decompose in the same manner as the actual 400 

cadaver (56, 57).   In terms of sampling the greatest variation in bacterial abundance was 401 

found on the skin surface samples (T1 and T2) where sample recovery was not possible at 40-402 

days (Figure 5).  This coincided with a period of low rainfall and low temperature which may 403 

have dried the skin sufficiently to reduce bacterial population density on the surface of the 404 

animals further indicating that environment and state of decomposition can have a strong 405 

impact on microbial analysis of remains. It is essential to pair any microbial data with 406 

taphonomic observations to ensure accurate interpretation of any microbial data.    407 
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Figure Legends 575 

Figure 1 (a) Research site comprising of a dense Melaleuca decora (paperbark) tree forest. 576 

(b) Climate data for the experimental period. The average daily temperature (ºC) and the 577 

average daily rainfall (mm) were acquired using dataloggers and plotted for the duration of 578 

the experiment (70 days). 579 

Figure 2 (a) Locations of sampling sites on the body of the pig for bacterial population 580 

analysis. Each site was swabbed periodically to collect bacteria; the swabs were stored at -581 

20°C after sampling. Representative summary of the average morphological changes 582 

observed over the 12-week project duration. (b) Representative photos of the stages of 583 

decomposition. a) ‘fresh’ stage with evidence of lividity and marbling; b) ‘early 584 

decomposition’ characterised by green discolouration of the abdomen; c) end-stage ‘early 585 

decomposition’ with extensive discolouration of the abdomen; d) ‘advanced’ decomposition 586 

with skin slippage of the limbs and bone some exposure of the facial bones; e) biomass loss 587 

after a period of rainfall; f) drying of tissues around Day 70. No further soft tissue changes 588 

were observed between this time point and the completion of the study (Day 90). 589 

Figure 3 (a) Metagenomic data for pooled pig samples for fours timepoints indicative of 590 

major stages of decomposition.  The charts were generated from sequence analysis of 16S 591 

PCR products amplified from pooled DNA samples taken from different body sites at each 592 

time point. Colour codes vary depending on the presence of taxa at each time point. (b – d) 593 

Indicators of species diversity show that there is a decrease in overall numbers of genera 594 

present and in species diversity over the course of the experiment. 595 

Figure 4 qPCR data for the abundance of higher taxonomic classes for each sampled body 596 

part at each sample time.  The Metagenomic data was limited due to cost, so qPCR was used 597 

to monitor the abundance the different groups of bacteria (Gammaproteobacteria, Firmicutes, 598 

Bacteroidetes, and Actinobacteria).  These data represent mean percentage abundance (to 599 

match the presentation of the metagenomic data); from three pigs.  There was a similar trend 600 

for each sample site with Gammaoproteobacteria comprising a smaller proportion of the 601 

overall population as time progressed.  Data presented are means from three replicate 602 

animals. 603 

Figure 5 Heat maps showing temporal changes in bacterial abundance during the experiment. 604 

(a) Bacterial abundance measured by 16S qPCR. Data presented as mean relative abundance 605 
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determined for three pig carcasses. (b) Changes in the abundance of specific bacterial taxa. 606 

The heat maps represent relative quantities of bacteria determined by qPCR using primers 607 

specific for the Clostridiales, Lactobacillales, Enterobacteriaceae, and the genus 608 

Psychrobacter.  Data presented are as log10 of the relative abundance value (mean of data 609 

from three pig carcasses).  Data were analysed in each sampling site across each sampling 610 

time point by Kruskal-Wallis testing with Dunn’s multiple comparisons (* p < 0.05).  611 

Figure 6 Tracing the relative abundance of Lactobacillales relative to a reference taxon 612 

(Enterobacteriaceae) over the course of the experiment.  Lactobacillales were expressed 613 

relative to Enterobactericeae using the equation 2-ΔCq.  The raw qPCR data per species is not 614 

easily interpreted but when the ratio of Lactobacillales/Enterobacteriaceae is considered then 615 

the interpretation is clearer.  In the eye, ear, rear, and second torso site the relative amount of 616 

Lactobacillales increased across the experimental period.  This gives a data point that could 617 

help to determine for early and late decomposition.  Data are mean and standard error from 618 

three replicate animals. 619 
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