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Abstract: As companies increasingly undergo digital transformation, the value of their data assets
also rises, making them even more attractive targets for hackers. The large volume of weblogs
warrants the use of advanced classification methodologies in order for cybersecurity specialists to
identify web traffic anomalies. This study aims to implement Isolation Forest, an unsupervised
machine learning methodology in the identification of anomalous and non-anomalous web traffic.
The publicly available weblogs dataset from an e-commerce website underwent data preparation
through a systematic pipeline of processes involving data ingestion, data type conversion, data
cleaning, and normalization. This led to the addition of derived columns in the training set and
manually labeled testing set that was then used to compare the anomaly detection performance
of the Isolation Forest model with that of cybersecurity experts. The developed Isolation Forest
model was implemented using the Python Scikit-learn library, and exhibited a superior Accuracy of
93%, Precision of 95%, Recall of 90% and F1-Score of 92%. By appropriate data preparation, model
development, model implementation, and model evaluation, this study shows that Isolation Forest
can be a viable solution for close to accurate web traffic anomaly detection.

Keywords: anomaly detection; web traffic; web traffic anomaly detection; machine learning;
isolation forest

1. Introduction

With stricter data privacy laws now in place, security breaches have become costlier
for website owners due to penalties for data breaches, reputation loss and lost revenues
from outages caused by such attacks. Thus, there is a pressing need for website owners and
security practitioners to quickly identify any anomalous web traffic that might lead to data
breaches early [1–5]. Researchers analyzed web traffic data from weblogs, recognizing that
both normal and malicious activities leave digital breadcrumbs [2,3]. However, analyzing
such weblogs for anomalies poses several challenges as traditional defenses like network
and web server firewalls are becoming increasingly ineffective as hackers focus more on
web-based attacks [1,3,6,7]. Additionally, hackers frequently obfuscate their methods to
avoid detection. The sheer volume of weblogs from even moderately trafficked websites
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also makes manual analysis impractical [3,5]. Machine learning offers the potential for
productivity gains by accelerating the identification of anomalous traffic [3–6]. However,
web traffic data typically exhibits significant class imbalance, with anomalies being a small
fraction of the total traffic. These deviations, or anomalies, can be categorized as either
benign or malicious [2,8]. Benign anomalies represent harmless fluctuations in traffic pat-
terns. Seasonal variations in user activity, for instance, can lead to the emergence of benign
anomalies. Conversely, malicious anomalies signal potentially harmful activities; these
could be cyberattacks seeking to exploit vulnerabilities in website security, fraudulent activ-
ities aiming to deceive or manipulate users, or even deliberate attempts to disrupt website
functionality altogether. Malicious actors often attempt to mask their activities within the
flow of regular web traffic, making anomaly detection a crucial tool for safeguarding online
security [1,4,8]. By delving into the intricate patterns woven within this web traffic data,
web traffic analysis not only facilitates the optimization of website performance but also
plays a vital role in ensuring online security and anomaly detection.

Prior research has explored web traffic through a variety of lenses. For instance,
the use of stack architecture was examined to combine classifier ensembles for detecting
anomalies in a web application, demonstrating enhanced anomaly detection in web traf-
fic [4]. Further research provided a comprehensive survey of web traffic anomaly detection
techniques, encompassing statistical methods, machine learning approaches, and hybrid
methodologies [1–3,5,8]. In the rapidly growing realm of web traffic, it is essential to imple-
ment advanced methods for detecting anomalies. While traditional rule-based approaches
are effective in identifying known threats, they encounter challenges in keeping up with
the constantly evolving tactics employed by malicious actors. Machine learning offers a
promising approach to address this challenge. By continuously learning from vast amounts
of web traffic data, machine learning models can identify patterns and anomalies that may
indicate malicious activity, even if they employ novel tactics [4,6]. This continuous learning
capability empowers machine learning to adapt to the dynamic threat landscape, making it
a powerful tool for web traffic anomaly detection. A study investigated the use of unsuper-
vised learning techniques, specifically Extended Isolation Forests, for anomaly detection in
network traffic data, and findings suggest that unsupervised methods offer a compelling
approach, particularly in scenarios where labeled attack data might be limited [7]. Despite
the significant strides made in machine learning for web traffic anomaly detection, several
challenges and research gaps continue to hinder its full potential; a critical hurdle lies in
the inherent imbalance of web traffic data.

Among the various machine learning techniques, Isolation Forest (IF) has emerged
as a compelling approach for web traffic anomaly detection due to its unique strengths.
Unlike supervised learning methods, which require labeled data for training, Isolation
Forest leverages an unsupervised learning paradigm, making it particularly well-suited
for scenarios where labeled anomaly data might be scarce [7,9,10]. With this, Isolation
Forest has great potential to help network and security administrators in bridging the
security gap as it has proven useful in analyzing large datasets due to its speed and ability
to generate models based on subsampling of the dataset [10–14]. Despite the usage of
Isolation Forest in network traffic anomaly detection, Isolation Forest has not yet been
widely implemented to detect web traffic anomalies. Thus, this research aims to enhance
current techniques, trends, and methods in anomaly detection, particularly in the context
of web traffic, through the implementation of Isolation Forest. The findings of this study
hope to aid cybersecurity practitioners and data scientists with valuable insights into the
accurate and precise detection of web traffic anomalies using machine learning, particularly
Isolation Forest. The detection of these anomalies will also help network and website
administrators identify hidden vulnerabilities within the network infrastructure as well as
develop countermeasures to prevent such anomalies from occurring. This study seeks to
answer three research questions:

• What are the necessary data and parameters for Isolation Forest, and how are they
prepared for web traffic anomaly detection?
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• How is Isolation Forest implemented in web traffic anomaly detection?
• What is the performance of Isolation Forest in detecting anomalies in web traffic?

2. Methodology

This study aims to identify anomalous and non-anomalous web traffic by implement-
ing Isolation Forest and evaluate its performance using metrics such as Accuracy, Precision,
Recall, and F1-score by utilizing a publicly available network traffic dataset containing both
normal and anomalous traffic patterns [15]. As outlined in Figure 1, there are three phases
of this study, namely: Data Preparation, Model Generation, and Model Evaluation.
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Figure 1. Overview of the research design.

2.1. Web Traffic Data Preparation

Web traffic data used for anomaly detection needs appropriate data preparation to
ensure the integrity of inputs for the Isolation Forest model. The dataset that was used for
this study was the 2019 Online Shopping Store—Web Server Logs, Harvard Dataverse, V1
by Farzin Zaker, which the researchers acquired from the Kaggle website [9,16]. As shown
in Table 1, the 3.3 GB dataset containing approximately 10 million rows in the native log
format acquired from Kaggle are Nginx server access logs from the Iranian e-commerce
website zanbil.ir.

Table 1. Preview of the web traffic dataset used in this study [16].

40.77.167.129—[22/Jan/2019:03:56:18 +0330] “GET /image/57710/productModel/100x100
HTTP/1.1” 200 1695 “-” “Mozilla/5.0 (compatible; bingbot/2.0;

+http://www.bing.com/bingbot.htm)” “-”

Normal web traffic represents the typical patterns and behaviors observed during
interactions between users and web servers. Normal traffic usually shows consistent
behaviors typical of regular web applications. Although outliers deviating from regular
web traffic should not be automatically classified as anomalous, they have been a harbinger
of later successful attacks [1,4,5,17]. These also have a higher likelihood of potential
malicious activity and warrant further investigation. Anomaly detection using Isolation
Forest aims to identify data points in a dataset that significantly differ from expected
behavior [9,10,12]. These anomalies require further investigation, as they could signal
impending issues, fraud, or other important findings. Table 2 shows that the web server
logs used in this study detailed information for each site visit or interaction, including
visitor details, request methods, protocol, user agents, referrer, site Uniform Resource
Identifier (URI), bytes, and response codes.

Table 2. Schema of the raw dataset used in this study.

Column Data Type Column Data Type Column Data Type
Srcip object URIs category Bytes int32

Timestamp object Protocol category Referrer category
Method category Status category User-Agent category

The researchers devised a systematic process as a pipeline that covers the various
stages of data ingestion, data type conversion, and data cleansing as part of the data
preparation and cleansing stage. After ingesting the dataset, Figure 2 shows that the

zanbil.ir
http://www.bing.com/bingbot.htm
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researchers extracted two sets of data (1): one set for training the model, and another to
be used as a testing dataset [18]. For data preparation, the researchers sampled 25% of the
weblogs to act as the training dataset. As part of the data cleaning, the researchers then
deleted by dropping any rows with missing data (2). For the training set, the researchers
set the parameter max_sampling = 25%, which enabled the project to work on a 25% subset
of the full dataset. The researchers anticipated that swamping and masking could possibly
occur in this instance [12,19,20]. Swamping is the phenomenon where normal data points
are incorrectly labeled as anomalies or false positives, while masking occurs when actual
anomalies are incorrectly labeled as normal data points or false negatives [12,20]. With
this, a small sample size yields better iTrees because the swamping and masking effects are
decreased [13,21,22]. The cleaning process initially started with the researchers manually
evaluating and deleting the rows with missing data, then followed the web traffic dataset
cleaning protocols. The data cleaning procedure for the dataset was implemented using
Python code augmented in Scikit in order to improve the quality of the data for machine
learning by handling different data types appropriately. The researchers noted that the
weblog data was in Apache log format and not CSV. Thus, the process of converting the log
format to the CSV table format was anticipated to leave some artifacts that researchers need
to correct. This cleansing and preparation action was resolved in order to prevent Isolation
Forest from throwing an exception when it encounters missing data or incorrect data type.
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2.2. Isolation Forest Model Implementation

After ensuring the integrity of the dataset through appropriate data preparation
procedures conducted for the web traffic dataset, the implementation of the Isolation Forest
as an unsupervised machine learning model is the next step in the pipeline established
by the researchers. Figure 3 shows that feature generation (3) resulted in the addition of
generated features—namely, URI_occurences, IOC_occurences, User-Agent_occurences,
URI_length, and UserAgentLength that were derived from the URI, User-Agent, and
Referrer columns. These generated features were then added to the input along with the
Source IP (Srcip) Address, Timestamp, Method, URIs, Protocol, Status, Bytes, Referrer,
and User-Agent. The User-Agent string and the URI string were initially analyzed using
a generated feature set designed to detect anomalous character sets and occurrences of
indicators of compromise (IoCs). Detection of an IoC in either the User-Agent string or the
URI can trigger an anomaly, as malicious indicators are typically absent from legitimate
User-Agent strings or present in the URI. A URI is a string of characters that identifies
a name or a resource on the Internet, enabling interaction with these resources over a
network [3,23]. Furthermore, a Uniform Resource Locator (URL) is a subset of the URI that
specifies the location of an identified resource and the mechanism for retrieving it, such as
through Hypertext Transfer Protocol (HTTP), File Transfer Protocol (FTP), among other
protocols. URLs are then more specific than URIs and point to a final destination such as a
specific web page or file. By generating features out of these fields along computed IoC



Informatics 2024, 11, 83 5 of 14

values, Isolation Forest is better able to detect potential threats, focusing particularly on the
user-agent strings as well as URI strings associated with network traffic or login attempts.
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The data processing pipeline (4) was implemented in Python using Scikit-learn pack-
age and then converted the non-numeric object data type variables into numerical values
using OneHotEncoder(). The researchers initially opted for OneHotEncoding over Labe-
lEncoding in the ‘bag of words’ features due to the reason that each word creates a unique
“one-hot” dimension where HTTP sessions containing the word are marked with 1, while
others are marked with 0 [13,21]. Unfortunately, most of the attacks use nonsensible words
that are not in the ‘bag of words’. The numeric variables had StandardScaler() processes
applied by the researchers to normalize the numeric data and avoid any large values from
creating any implicit bias. This pipeline holds both the StandardScaler and the OneHo-
tEncoder with StandardScaler, which is used to center and scale all the numeric features
while the OneHotEncoder for categorical features was used as a standardizing feature
to focus on relative differences. The ColumnTransformer class is then used for different
transformations, with the initial transformation adjusting numerical data to a mean of 0
and standard deviation of 1.

After the post-processing pipeline data, the researchers then generated the Isolation
Forest model (5). After the generated Isolation Forest model was saved, the researchers then
applied the same pipeline processing to the testing dataset (6). Then, the generated Isolation
Forest model was used to apply against the post-pipeline testing dataset in (7). In the Apply
the Model (7), two additional fields were then created, namely, Predict and Anomaly_Score.
The Predict field represents the model’s predictions or classifications for the data instances
in the testing set with values of either –1 for the outlier or +1 for the inlier. These predictions
represent the model’s best estimate of the result or label for each data point. Conversely, the
Anomaly_Score column shows the level of abnormality or divergence of each data point
from the expected patterns based on the model’s training. The definition of isolation in this
study means separating an instance from the rest of the instances. In other words, isolation-
based techniques measure each instance’s specific sensitivity to isolation, with anomalies
showing the highest susceptibility [10,11,20]. Thus, this study’s execution of isolation was
conducted with the weblog data using Isolation Forest. Specifically, the implementation of
Isolation Forest is based on the established principles of random partitioning implemented
by past researchers, where data is recursively split using randomly chosen attributes and
values to create Isolation Trees [9–13,20,21]. The path length in these trees, indicating
the number of partitions needed to isolate anomalies, serves as a measure of anomaly
detection [11,15,20,24]. The principle of Isolation Forest is that outliers are abnormal
instances that deviate from the pattern of the majority of dataset instances. These outliers
are located closer to the root of the tree due to random partitioning, hence, it yields trees
with shorter paths. If an instance is located along a shorter branch of the tree, then it is
an outlier [18]. For this study, the anomalies that were identified by shorter path lengths
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are assigned higher anomaly scores due to their greater ease of isolation from normal data
points within the weblog dataset.

The researchers then applied several parameters to the Isolation Forest algorithm.
The value of 0.03 was set as the ‘contamination’ parameter. Though contamination is
usually set at 0.10, for this study, which is dependent on the nature of the weblog dataset,
initial results found out that contamination is at 0.0169 or less than 1.6%, leading the
researchers to a contamination of 0.03 or 3%. This parameter is sensitive, and the results
vary according to how close we can approximate the actual outlier rate [11,25–27]. In
order to ensure reproducibility, the ‘random_state’ parameter, which enables the same
outcomes to be obtained across numerous executions, was set to 42. Furthermore, to
achieve multiprocessing that will increase the analysis’ speed and scalability, ‘n_jobs = 16′

was implemented to make full use of the computer’s processing power of 16 cores. The
max_samples was then set to 0.25, which should result in a sampling of about 1/4 of the
10 million records or about 2.5 million rows. The reduction in size resulted in faster
processing without unduly affecting the performance.

2.3. Isolation Forest Model Evaluation

After implementing the Isolation Forest model with the prepared weblog dataset,
model evaluation was then conducted to measure the classification power of the model in
detecting web anomalies. Figure 4 shows that in the model evaluation and visualization
process (8), the testing dataset now has a total of 17 columns after the Isolation Forest is
applied. The additional columns include Predict and Anomaly_Score along with two more
fields for manual human scoring, namely, Human Rating and Attack Type. These two fields
were then used by the researchers in the model evaluation phase as the basis for computing
model performance where Human Rating contained the ratings of human scorers as to
whether the row represented an anomaly, represented by −1, or was normal, represented
by +1. Additionally, Attack Type contains specific attack types like SQL injection, cross-site
scripting, probe, and connect tunnel.
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Recognizing that humans process visual data more easily, the researchers also plotted
the predicted outcomes (8) based on several features to enhance comprehension and in-
sight into the Isolation Forest model’s performance and behavior. Figure 5 shows that the
researchers plotted the predicted outcomes based on several features to enhance compre-
hension and insight into the Isolation Forest model’s performance and behavior. Along
with this, the researchers also used scatter diagrams (7) and a confusion matrix, noting
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that a high anomaly score indicates that the data points are more likely to be outliers or
uncommon when compared to the norm.
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In the model evaluation phase, the researchers determined how accurately the Isolation
Forest model performs in identifying web traffic anomalies by minimizing false positives
and false negatives. This analysis is important as it shows how effective Isolation Forest
is as an algorithm for web traffic classification by accurately classifying anomalous and
non-anomalous traffic. Though Accuracy is a crucial metric, as it represents the model’s
ability to guess abnormal or normal traffic, it may overestimate performance in imbalanced
datasets. For instance, if a model tends to predict the majority of classes, the Accuracy
metric can yield a relatively high value even if the minority of categories are completely
ignored, thus making such a metric insensitive to the categorization performance of the
minority categories, leading to bias in evaluation. Moreover, the Accuracy metric may
fail to recognize imbalances, even if a model’s classification performance for a minority of
categories is poor, when the accuracy for the majority of categories is high [28]. Thus, for
this study, other metrics like Precision, Recall, and F1-score are used along with Accuracy
as they show varying facets of classification performance that can be used to evaluate the
Isolation Forest implementation [15,21,24,27,29].

Accuracy measures a model’s ability to predict outcomes [14,21,30,31]. Equation (1)
shows how accuracy is calculated, where True Positive (TP) counts instances where the
model correctly identifies web traffic anomalies, True Negative (TN) counts instances where
the model correctly identifies normal instances, False Positive (FP) counts instances where
the model incorrectly identifies anomalies, and False Negative (FN) counts instances where
the model fails to identify actual anomalies.

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

While Accuracy measures how correct the model’s predictions are overall, Precision
calculates the proportion of true positive predictions of web traffic anomalies out of all the
positive predictions made by the Isolation Forest model [14,21,32,33]. Equation (2) shows
that high precision indicates when the model predicts the positive class.

Precision =
TP

TP + FP
(2)

Recall measures how well the Isolation Forest model can correctly identify all the
actual positive instances of the web traffic anomaly out of the total number of positive
instances in the weblog dataset [14,21,30,32,33]. Equation (3) shows the formula for Recall,
calculated as the ratio of true positive predictions to the total number of actual anomalies.

Recall =
TP

TP + FN
(3)
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The F1-score combines Precision and Recall into a single value to offer a balanced
assessment of a system’s performance, which is especially beneficial in scenarios with im-
balanced class distributions [14,21,31,32]. Equation (4) shows that the F1-score harmonizes
the trade-offs between Precision and Recall, hence it is calculated using the harmonic mean
of the two quantities. It provides a consolidated metric to evaluate the system’s overall
effectiveness in uneven handling.

F1 Score =
2 × Precision × Recall

Precision + Recall
(4)

3. Results and Discussions
3.1. Web Traffic Data Preparation Results

To properly prepare the training dataset for model implementation, the researchers
needed to ensure that Isolation Forest could work with the weblog dataset. With this,
Isolation Forest requires the data to be non-null and an integer data type; thus, all rows with
null values were deleted from the training dataset. All non-numerical fields were converted
into numeric values, which are mostly held in the object data type in the Data Type (D-
type) column. This signifies that it can hold various data types, unlike columns with
numeric types int64I, which are restricted to numbers. Table 3 shows that for the training
dataset, the standard given by the weblog dataset was in columns 1 to 8, and only column
7 for Bytes was numeric for Isolation Forest’s usual implementation [9]. With this, the
researchers used feature engineering to generate derived features along with their generated
computations in columns 10 to 13 (highlighted in light gold), namely: URI_occurrences,
IOC_occurences, User-Agent_occurences, and URI_length. The researchers included the
int64 to StandardScaler from the numeric column, and for the rest of the D-type, they were
included in OneHotEncoding.

Table 3. Schema of the prepared training dataset used in this study.

# Column Data Type # Column Data Type # Column Data Type
1 Srcip Object 5 Protocol category 9 User-Agent category
2 Timestamp Object 6 Status category 10 URI_occurences int64
3 Method Category 7 Bytes int32 11 IOC_occurences int64

4 URIs Category 8 Referrer category 12 User-
Agent_occurences int64

13 URI_length int64

Table 4 shows that there were additional columns, namely, Attack Type, Human
Rating, Predict, and Anomaly_Score (highlighted in green). The researchers then applied
the testing dataset to the same cleaning and feature generation procedures that it used for
the training dataset. Furthermore, the researchers applied the Isolation Forest model to
the testing dataset and saved the results in columns named Predict and Anomaly_Score,
respectively. The resulting dataset output was then saved as a CSV file.

Table 4. Schema of the prepared testing dataset used in this study.

# Column Data Type # Column Data Type # Column Data Type

1 Srcip object 6 Status Category 12 User-
Agent_occurences int64

2 Timestamp object 7 Bytes int32 13 URI_length int64
3 Method category 8 Referrer Category 14 AttackType object

4 URIs category 9 User-Agent Category 15 Human
Rating object

5 Protocol category 10 URI_occurences int64 16 Predict int32
11 IOC_occurences int64 17 Anomaly_Score int32
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For the training dataset and testing dataset, the researchers used statistical sampling
of 25% and 10%, respectively. Since Isolation Forest is unsupervised, the researchers did
not formally partition the dataset, but instead used random sampling tests [11,15,24]. In
this study, the weblog dataset was partitioned according to the non-null count and D-type
of training and testing. As shown in Table 5, the weblog dataset that was used for the
Isolation Forest model implementation made up 25% or 2,591,287 records for the training
dataset and 10% or 1,035,020 for the testing dataset. This means that more than 1 million
records in the testing dataset were scored by human raters to compare the actual and the
machine-learning-classified web traffic anomalies. The datasets were then normalized and
scaled in order to prepare for model generation. Normalization was conducted through
the use of the OneHotEncoding and StandardScaler, where data was scaled into a range
index of 0 to 10,365,151 for the testing dataset and a range index of 0 to 10,365,151 for the
testing dataset.

Table 5. The datasets that were used for the Isolation Forest model implementation after data
preparation.

Percentage Number of Records
Training Set 25% 2,591,287
Testing Set 10% 1,035,020

This study shows nearly similar data preparation results from the network anomaly
classification using Isolation Forest [12–15,21]. Although the use of OneHotEncoding and
StandardScaling is common for data preparation before Isolation Forest implementation,
this study made use of human label encoding of the testing dataset that can be used
to compare how actual cybersecurity experts classify web traffic anomalies from that of
machine learning classification. Another difference that this study has explored is the
derivation of additional columns that were added to both the training and testing datasets.
With the researchers’ expertise in actual web traffic anomaly detection, these derived
columns were seen as helpful for Isolation Forest implementation.

3.2. Isolation Forest Model Implementation and Evaluation Results

Classification metric scores were used to understand a balanced analysis of the Iso-
lation Forest model implementation in web traffic anomaly detection. Table 6 presents
a comparison of Accuracy, Precision, Recall, and F1-score that was calculated from the
testing dataset. The Isolation Forest model achieves an Accuracy of 93% and a Precision of
95%, indicating how well the model predicts positive cases. Recall, which focuses on the
true positive rate, is 90%, which measures the proportion of actual positive cases correctly
identified. The F1-score is 92%, which balances Precision and Recall.

Table 6. Classification metric scores of the Isolation Forest mode.

Accuracy Precision Recall F1-Score

0.93 0.95 0.90 0.92

Figure 6 shows the confusion matrix that provides additional insight into the perfor-
mance of the Isolation Forest model in terms of its generated true positives, true negatives,
false positives, and false negatives. True positive results show that 90.2% of the predictions
were correctly classified while false negative results show that in 9.8% of instances where
the actual class was positive, the model predicted it as negative. Additionally, false positive
results show that in 4.5% of instances where the actual class was negative, the model
predicted it as positive, while true negative results show that 95.5% of the predictions were
correctly classified as negative by the Isolation Forest model. This model performance may
seem average for data scientists and machine learning experts, but as a detector of web
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traffic anomalies, the confusion matrix already shows above-average and excellent per-
formance for cybersecurity and network security applications [2,5,6,14,17,18,27,29,34,35].
This is due to the reason that this machine learning performance is already enough for the
cybersecurity expert to detect possible web traffic attackers. For the exhibited Accuracy,
Precision, Recall, and F1-score of the Isolation Forest model, cybersecurity experts can
already match the Source IP Address (Srcip) of the attackers and uncover what the model
failed to pick up. Additionally, finding all the traffic of these attackers will further surface
the rest.
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Figure 7 further shows the 3D presentation of the normal or inlier and anomalous
or outlier data. Each dot corresponds to specific data instances of this study, which can
be a web request or user session, with red points indicating predicted anomaly instances
while blue points represent predicted normal instances. The isolated nature shown is due
to abnormalities with some of the blue dots mixed with the isolated red dots.
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Evaluating the performance of Isolation Forest model implementation for web traffic
anomaly detection can also be assessed based on how well it performs on applications for
almost similar use cases. As shown in Figure 8, in comparison to other papers using Isola-
tion Forest, the implemented methodology of this study shows comparable performance
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and faster processing time [21,22]. A comparable study that also normalized the datasets
containing numerical and nominal values then implemented Isolation Forest exhibited
an Accuracy of 95.4%, Precision of 94.81%, Recall of 97.25%, and F1-score of 96.01% [21].
A similar study solely implemented Isolation Forest and compared Isolation Forest with
kernel principal component analysis (KPCA) [22]. The study that processed the dataset
comprising 307,510 rows and 122 columns exhibited an Accuracy of 87.3%, Precision of
93.7%, Recall of 92.5%, and F1-score of 93.1% for Isolation Forest with KPCA implemen-
tation. For sole Isolation Forest model implementation, it recorded an Accuracy of 80.9%,
Precision of 86.0%, Recall of 85.5%, and F1-score of 85.2%. This comparison of performance
shows that the study has optimally implemented the Isolation Forest model for web traffic
anomaly detection. Also, since Isolation Forest works well with highly imbalanced data,
it offers a promising alternative to traditional machine learning techniques and ensemble
methods [18].
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Furthermore, the total time to apply the model represents the duration taken by
the model to apply its algorithms and yield results. For this study, the time recorded is
23.620082 s, which is a relatively quick response that implies that model efficiency that
is crucial for swift predictions can lead to more timely decisions in web traffic anomaly
detection [6,32,34,36]. However, it is equally important to remember that the speed of the
model application should not compromise the quality of results. Balancing both speed and
accuracy remains a core challenge, not just for Isolation Forest implementation but also in
the general field of data analysis and machine learning.

Using the Isolation Forest model for detecting anomalies in web traffic involves data
preparation, model implementation, and performance evaluation. The Kaggle dataset
was split into samples of 25% for training and 10% for testing. Non-numeric fields like
Method, Status, and Protocol were encoded using OneHotEncoding, while additional
features were derived for fields such as URI, Referrer, and User-Agent (e.g., User-agent
string length). Despite being unsupervised, the testing dataset, comprising approximately
1 million records, was manually labeled for validation among approximately 2.5 million
rows. The model achieved an Accuracy of 0.93, Precision of 0.95, Recall of 0.90, and F1-Score
of 0.92, with an execution time of 23.620082 s.

This study solely implements the Isolation Forest model without the use of other
anomaly detection methods such as Principal Component Analysis (PCA), Autoencoder,
and Ensemble, among others. Moreover, this study only deals with anomaly detection
from web traffic, which is composed of HTTP data, and does not capture data below the
application layer, such as transport layer segments or network layer packets.
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4. Conclusions and Recommendations

This study explores the development, implementation, and evaluation of Isolation
Forest in the detection of anomalies in web traffic. Data preparation was conducted on
a publicly available dataset through a systematic pipeline involving data ingestion, data
type conversion, and data cleansing stages to ensure optimal model implementation. This
resulted in various derived columns that were added to the training dataset to process
the 2,591,287 records and additional derived and labeled columns in the testing set to
process the 1,035,020 records of weblogs. The implemented unsupervised Isolation Forest
model exhibited an outstanding Accuracy of 93%, Precision of 95%, Recall of 90%, and
F1-Score of 92%. The results show that Isolation Forest can greatly aid network adminis-
trators/defenders and security researchers in quickly identifying anomalies in web traffic.
These anomalies, in turn, can point defenders to likely attacks that are launched against
their websites. Considering the faster speed of execution, which is just 23.620082 s, the
Isolation Forest model implemented in this study also enables quicker reaction and re-
sponse times for network defenders. This shorter reaction time, in turn, helps to reduce
the likelihood of a successful breach as most attack vectors can be neutralized once they
are identified.

Future work on Isolation Forest model implementation could improve its predictive
abilities further by mapping the weblog traffic to recently published Common Vulnerabili-
ties and Exposures (CVEs). Understanding the unique fingerprint of the new CVEs and
incorporating them into feature generation could increase the optimal machine learning
model performance of Isolation Forest. Future studies could also explore Isolation For-
est’s efficacy in detecting zero-day attacks, as its ability to highlight rare occurrences can
potentially facilitate their detection amid normal traffic patterns. Incorporating CVEs for
detecting new threats allows for the integration of the Isolation Forest algorithm in network
and website management tools and intrusion prevention systems because it allows these
systems to proactively recognize traffic associated with recent exploits, patch gaps, and
specific attack vectors. This will enhance the monitoring, evaluation, and improvement of
cybersecurity measures for website owners. Integrating other machine learning techniques
with Isolation Forest could also be explored to further optimize classification performance.
Also, to set a comparative performance for Isolation Forest in web traffic anomaly detec-
tion, methods such as synthetic minority oversampling technique (SMOTE), Local Outlier
Factor, Support Vector Machine (SVM), and other ensemble methods can be explored. With
this, future research on the use of machine learning in anomaly detection should focus on
expanding and refining Isolation Forest methodologies on web traffic applications in order
to provide enhanced insights and significant tools for both cybersecurity practitioners and
data scientists.
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